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Abstract

Over the last decade there has been significant interest and attention devoted to-
wards understanding the complex structure of the Internet, particularly its topol-
ogy and the large-scale properties that can be derived from it. While recent work
by empiricists and theoreticians has emphasized certain statistical and mathemat-
ical properties of network structure, this article presents an optimization-based
perspective that focuses on the objectives, constraints, and other drivers of en-
gineering design. We argue that Internet topology at the router-level can be
understood in terms of the tradeoffs between network performance and the tech-
nological and economic factors constraining design. Furthermore, we suggest
that the formulation of corresponding optimization problems serves as a reason-
able starting point for generating “realistic, yet fictitious” network topologies.
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Finally, we describe how this optimization-based perspective is being used in the
development of a still-nascent theory for the Internet as a whole.

Keywords: Internet topology, network optimization, router constraints, protocol stack, highly
optimized tolerance, topology generator.

1. The Importance of Internet Topology

Understanding the large-scale structural properties of the Internet is critical
for network managers, software and hardware engineers, and telecommunica-
tions policy makers alike. On a practical level, models of network topology
factor prominently in the design and evaluation of network protocols, since it
is understood that although topology should not affect the correctness of a pro-
tocol, it can have a dramatic impact on its performance [94]. Accordingly, the
ability to shape network traffic for the purposes of improved application perfor-
mance often depends on the location and interconnection of network resources.
In addition, a detailed understanding of network topology is fundamental for
developing improved resource provisioning, as most network design problems
assume a detailed description of existing/available network components.

More broadly, models of network topology may also play an important role
in gaining a basic understanding of certain aspects of current large-scale net-
work behavior. For example, the ability to understand, detect, react to, and
deal with network attacks such as denial of service (DoS) attacks or network
worms/viruses can depend critically on the topology over which those attacks
propagate [80]. As the Internet and related communication networks become an
increasingly important component of the national economic and social fabric,
national security experts and government policy makers seek to understand the
reliability and robustness features of this now critical infrastructure [84, 98],
and the topological aspects of the Internet are primary to this purpose.

However, understanding the large-scale structural properties of the Internet
has proved to be a challenging problem. For a host of technological and eco-
nomic reasons, the current Internet does not lend itself to direct inspection.
Since the Internet is a collection of thousands of smaller networks, each under
its own administrative control, there is no single place from which one can
obtain a complete picture of its topology. Whereas coordination among the ad-
ministrative organizations of these separate networks was relatively easy during
the Internet’s initial days as a research project, the diversity of technologies and
organizational entities in the current landscape make this prohibitive. Today,
the sheer number of the network components (e.g. nodes, links) in the Inter-
net preclude even the ability to visualize the network in a simple manner [27].
Also, since the decommissioning of the NSFNet in 1995, when administrative
control of the Internet was given over to commercial entities, the fear of losing



An Optimization-Based Approach to Modeling Internet Topology 103

competitive advantage has provided a strong disincentive for network owners
and operators to share topology information.

Since the Internet does not lend itself naturally to direct inspection, the task of
“discovering” the network has been left to experimentalists who develop more
or less sophisticated methods to infer this topology from appropriate network
measurements [19, 89, 40, 44, 87, 90]. Because of the elaborate nature of the
network protocol suite, there are a multitude of possible measurements that can
be made, each having its own strengths, weaknesses, and idiosyncrasies, and
each resulting in a distinct, yet fundamentally incomplete, view of the network
as a whole.

These factors suggest the need for a theoretical framework that facilitates the
modeling of network topology on a large scale and which also provides an under-
standing of the relationship between network topology and network behavior.
This article describes the importance of an optimization-based perspective in
the development of an explanatory model for Internet topology. Essentially, we
argue that Internet topology can be understood in terms of the tradeoffs between
network performance and the technological and economic factors constraining
design. Furthermore, we suggest that appropriate optimization-based formu-
lations can be used to generate “realistic, yet fictitious” Internet topologies.
Finally, we describe how this view of topology is really just a small piece of a
much larger picture, where the ultimate goal is to use this optimization-based
framework to obtain a fundamental understanding of the entire Internet proto-
col stack. In this manner, recent successes in the use of optimization to capture
essential features of network topology and behavior [62] can be viewed as part
of an ongoing effort to develop a more comprehensive mathematical theory for
the Internet [56, 99] and perhaps even a starting point for understanding the
“robust, yet fragile” structure of complex engineering systems [33].

2. Previous Work on Internet Topology

Due to the multilayered nature of the Internet protocol stack, there is no one
single topology that reflects the structure of the Internet as a whole. Rather,
because any two network components (e.g. routers, end hosts) that run the same
protocol at the same layer of the architecture can communicate, each protocol
induces its own natural graph on the network, representing in turn the con-
nectivity among all such components. For example, the router-level graph of
the Internet reflects one-hop connectivity between routing devices running the
Internet Protocol (IP). Because the router-level graph has received significant
attention by the computer networking community, it is sometimes misinter-
preted as the only Internet graph, but there are many other graphs having very
different structural properties and features. For example, the AS-graph reflects
the “peering relationships” between independent subnetworks, known as au-
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tonomous systems (ASes). That is, when two independent network providers
(e.g. AT&T and Sprint) enter into a business relationship by which they agree
to exchange traffic, they connect their router-level infrastructure together at
various peering points. Currently, there are over 10,000 ASes in the Internet,
and their aggregate peering structure induces an alternate graph in which each
AS (composed of hundreds or thousands of router-level components) can be
represented as a single node and each peering relationship (again, possibly
reflecting many physical peering points) can be represented as a single link
between two ASes. At an entirely different level of abstraction, recent interest
in the World Wide Web (WWW) has brought attention to the large-scale graph
structure among web documents (represented as nodes) that are connected by
hyperlinks (represented as links). Thus, the router-level graph reflects a type
of physical connectivity, the AS-level graph represents a type of organizational
connectivity, and the WWW-graph represents a type of virtual overlay connec-
tivity. However, there is no direct relationship between each of these “Internet
graphs”, and in general the features of each graph are quite different.

The development of abstract, yet informed, models for network topology
generation has followed the work of empiricists. The first popular topology
generator to be used for networking simulation was the Waxman model [97],
which is a variation of the classical Erdos-Renyi random graph [35]. In this
model, nodes are placed at random in a two-dimensional space, and links are
added probabilistically between each pair of nodes in a manner that is inversely
proportional to their distance. As a representation of the router-level graph, this
model was meant to capture the general observation that long-range links are
expensive. The use of this type of random graph model was later abandoned
in favor of models that explicitly introduce non-random structure, particularly
hierarchy and locality, as part of the network design [30, 21, 107]. The argument
for this type of approach was based on the fact that an inspection of real router-
level networks shows that they are clearly not random but do exhibit certain
obvious hierarchical features. This approach further argued that a topology
generator should reflect the design principles in common use. For example,
in order to achieve desired performance objectives, the network must have
certain connectivity and redundancy requirements, properties which are not
guaranteed in random network topologies. These principles were integrated into
the Georgia Technology Internetwork Topology Models (GT-ITM) simulator.

These structural topology generators were the standard models in use until
the discovery of scaling or “power law” relationships in the connectivity of
both the AS-graph and the router-level graph of the Internet [38, 88] and in
the WWW-graph [55, 5, 2]. More specifically, these findings suggest that the
distribution of degree (i.e. number of connections, denoted here as x) for each
node is appropriately represented in the tail by a function d(z) oc k12", where
0 < B < 2 and k is a positive finite constant. This conjecture/observation has
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been highly influential in spawning a line of research focused on the identifica-
tion and explanation of power law distributions in network topology [102, 26,
70, 100, 74], and it has also influenced research on the development of network
topology generators. As a result, state-of-the-art generators have recently been
evaluated on the basis of whether or not they can reproduce the same types of
power law relationships [20]. Since the Transit-Stub and Tiers structural gen-
erators in GT-ITM fail to produce power laws in node degree, they have been
largely abandoned in favor of new degree-based models that explicitly replicate
these observed statistics [94]. Examples of these generators include the INET
AS-level topology generator [52], BRITE [69], the Power Law Random Graph
(PLRG) method [4], the Carnegie Mellon power-law generator [83], as well as
general preferential attachment methods [102].

Our belief is that it is possible to capture and represent realistic drivers of
Internet deployment and operation in order to create a topology generation
framework that is inherently explanatory and will perforce be descriptive as
well, in the sense of [100]. Instead of explicitly fitting certain characteristics
of measured Internet topologies, any such agreements between our models and
empirical observations would instead be evidence of a successful explanatory
modeling effort. For the purposes of router-level topology, this approach nat-
urally focuses on the perspective of the Internet Service Provider (ISP), who
acts as the owner and operator of this network infrastructure. As discussed in
[9], we believe that an understanding of the key issues facing ISPs will natu-
rally lead to the ability to generate “realistic, but fictitious” ISP topologies and
that this understanding in turn will yield insight into the broader Internet. Our
starting premise is that the design and deployment decisions of the ISP are to
a large degree the result of an (explicit or implicit) optimization that balances
the functionality of the network with the inherent technological and economic
constraints resulting from available networking equipment and the need for
the ISP to operate as a successful business. The power of this approach to
contrast optimization-based models with their degree-based counterparts was
recently shown in [62]. It is the purpose of this paper to put this work in a
broader context that highlights the role of optimization-based models as a start-
ing point for synthetic topology generators and also suggests the potential for
an optimization-based perspective to be a unifying concept for understanding
the Internet as a whole. At the same time, we also identify aspects of this story
in need of additional work by researchers in optimization and network design.

3. Optimization-Based Topology Models

The use of combinatorial optimization in network design has a long his-
tory for applications in telecommunication and computer systems, as well as
transportation, scheduling, and logistics planning [67, 73, 3]. In particular, the
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rapid buildout of telephone infrastructure since the early 1960s led to massive
interest in network design problems from the operations research community
in capacitated network design problems (see [42] for a comprehensive survey
of models and algorithms). Most recently, the prevalence of optical networks
have brought significant attention to network design problems at the physical
and link layer of the Internet. Recent emphasis has been on problems related
to routing and wavelength assignment in wave division multiplexing (WDM)
networks [104, 103, 59]; the relationship between equipment at the physical
layer and the link layer topology for the purposes of minimizing communi-
cation equipment costs [71, 72, 47]; and network survivability in the face of
component losses [46, 50, 85, 86, 31, 76, 109, 60].

While an optimization-based framework is natural when faced with important
network design decisions having complicated combinatorics, it is not immedi-
ately clear how this approach is helpful as a tool for modeling Internet structure.
On the one hand, because the Internet was designed and built using a layered
architecture (more on this in the sequel), there are distinctly different network
design problems at different layers of the network. In addition, there can be
tremendous differences in model details—such as the arc costs (both instal-
lation costs and variable use costs), budget constraints, constraints on traffic
patterns, constraints on network configuration, and redundancy/survivability
constraints—at each level of network design, and these can have significant
effect on the network topologies that result. Finally, while the traditional focus
of network optimization has been on obtaining quantifiably “good” problem
solutions, there has been little work to explain any possible relationship be-
tween good design and empirically observed large-scale network features such
as power-laws.

The general power of an optimization-based approach to understanding po-
wer-laws in complex systems has been documented as part of the so-called HOT
concept, for Highly Optimized Tolerance [23] or Heuristically Optimized Trade-
offs [37]. By emphasizing the importance of design, structure, and optimiza-
tion, the HOT concept provides a framework in which the commonly-observed
highly variable event sizes (i.e., scaling) in systems optimized by engineering
design are the results of tradeoffs between yield, cost of resources, and tolerance
to risk. Tolerance emphasizes that robustness (i.e., the maintenance of some
desired system characteristics despite uncertainties in the behavior of its com-
ponent parts or its environment) in complex systems is a constrained and limited
quantity that must be diligently managed; Highly Optimized alludes to the fact
that this goal is achieved by highly structured, rare, non-generic configurations
which—for highly engineered systems—are the result of deliberate design. In
turn, the characteristics of HOT systems are high performance, highly struc-
tured internal complexity, apparently simple and robust external behavior, with
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the risk of hopefully rare but potentially catastrophic cascading failures initiated
by possibly quite small perturbations [23].

The first explicit attempt to cast topology design, modeling, and generation
as a HOT problem was by Fabrikant et al. [37]. They proposed a toy model of
incremental access network design that optimizes a tradeoff between connec-
tivity distance and node centrality. More specifically, when adding a new node
1, connect it in order to

min « - dist(i, j) + hj,

1<
where dist(i, j) is the distance between nodes 7 and j, and where h; is some
measure of “centrality” (e.g. number of hops). They showed that changes in the
relative weights of these two terms in the overall objective function leads to a
range of hierarchical structures in resulting topology, from simple star-networks
to trees. More specifically, by tuning the relative importance of the two factors,
the authors provided analytical proof that the resulting node degree distributions
can be either exponential (non-heavy tailed) or of the scaling (heavy-tailed) type.
Thatis, if d(x) equals the number of nodes with degree > x, thenfora < 1/ V2,
resulting topology is a star; for « = Q(y/n), E[d(z)] < n?e~*2%; and fora > 4
and o = O(y/n), E[d(z)] = k3(£)~P. Subsequent work on this model has
suggested that the resulting degree distribution follows a power law only up
to a cutoff [15]. While this work successfully illustrated the power of HOT to
generate heavy-tailed distributions in topology generation, their construction
was not intended to be a realistic model of router level topology.

3.1 An Engineering-Based Approach

Our approach to modeling the structural topology of the Internet is rooted in
two beliefs. First, as key decision makers in the design and operation of their
own network topologies, Internet Service Providers (ISPs) play a fundamental
role in the ongoing evolution of Internet structure as a whole. Second, an under-
standing of the layered architecture of the Internet is critical to the appropriate
interpretation of key drivers affecting the decisions made by ISPs.

The robustness and user-perceived simplicity of the Internet is the result of
a modular architecture that builds complex functionality from a succession of
simpler components [29]. These components are organized into vertical layers
whereby each component relies on the functionality of the layer below it and
provides in turn a new set of functionality to the layer above. Each layer can be
implemented more or less independently, provided that it adheres to specified
rules for interacting with its adjacent layers. In this manner, layering provides
modularity and gives rise to the “hourglass” metaphor—a 5-layer suite of proto-
cols (the “TCP/IP protocol stack’) where the Internet protocol (IP) constitutes
the waist-layer of the hourglass and provides a simple abstraction of a generic
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but unreliable data delivery service [78] (see Figure 3.1). The physical layer and
link layer below the waist deal with the wide variety of existing transmission
and link technologies and provide the protocols for running IP over whatever
bit-carrying network infrastructure is in place. Above the waist is where the
transport layer and application layer provide the protocols that enhance IP (e.g.,
at the transport layer, TCP ensures reliable transmission) and greatly simplify
the process of writing applications (e.g., WWW) through which users actually
interact with the Internet. By including multiple layers of feedback control,
this architecture provides much more than mere modularization, being largely
responsible for the legendary ability of the Internet to perform robustly even in
the presence of component losses [99].

Applications

Transport protocols
|Tcp| [scTP] [ubP| [icMmP]

Link layer protocols

Ethernet| |Bluetooth

Physical layer technologies

Coaxial | | Optical | | Copper Wireless RF Spectrum
g . PCS <«=p Satellite <==p-Fixed Wireless
Cable Fiber Wire | |-io0omHz  ~125GHz ~39GHz

Figure 6.1. The Internet “hourglass”. The physical layer and link layer below the waist deal
with the wide variety of existing transmission and link technologies and provide the protocols for
running IP over whatever bit-carrying network infrastructure is in place (“IP over everything”).
Above the waist is where the transport layer and application layer provide the protocols that
enhance IP (e.g., at the transport layer, TCP ensures reliable transmission) and greatly simplify
the process of Writing applications (e.g., WWW) through which users actually interact with the
Internet (“everything over IP”).

Internet Service Providers (ISPs) are the owners and operators of the public
Internet infrastructure, and as such, the decisions they make in designing and
building their networks largely determine the overall structure of the Internet.
Modern ISPs face significant challenges in their ongoing operations [49], and
network design problems can factor prominently in their ultimate success as
a business. Over the last decade, IP-based networking has emerged as the
dominant technology in use within the Internet, and IP now functions as a type
of “common currency” within the Internet—nearly all applications are designed
to run on it, and most physical network infrastructures are designed to support it.
Typically, ISPs do not specify which technologies are used at the upper layers,
leaving them open instead to the needs of customers (e.g. end users) and their
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applications. However, an ISP must provide transmission and link technologies
as well as the protocols for running IP over whatever physical infrastructure is
in place.

3.2 Network Drivers

Our starting premise is that any explanatory framework for router-level Inter-
net topology modeling should incorporate both the economic and technological
factors faced by ISPs. For example, because of the costly nature of procuring,
installing, and maintaining the required facilities and equipment, the ISP is
economically constrained in the amount of network that it can support. At the
same time, ISPs must configure their limited network resources in a manner that
satisfies the service requirement of their customers. In designing the topology
that best supports its business, the ISP is further constrained by the technologies
currently available to it. While a complete review of these issues is beyond the
scope of this paper, we argue that these drivers in their simplest form can be
understood in terms of link costs, router technology, customer requirements and
service requirements.

3.2.1 Link Costs. Operation of an ISP at a national scale requires
the installation, operation, and maintenance of communication links that span
great distances. For the purposes here, we use the term “link” to mean both
the physical network cable and the link layer equipment used to send traffic
along that cable. At the national level, the cables are usually fiber optic and the
equipment consists of transmitter/receivers at the end points and signal repeaters
along the way. In addition, we assume in the remainder of this section that there
are no significant differences between the connectivity observed at the IP layer
and the underlying link connectivity. While this simplifying assumption holds
true for some real networks (such as Abilene described below), we describe in
Section 5 how higher fidelity optimization models could treats these layers in
isolation. While a significant portion of the link cost is often associated with
obtaining the “right of way” to install the network cables, there is generally
an even greater cost associated with the installation and maintenance of the
equipment used to send the traffic across these cables. Both the installation and
maintenance costs tend to increase with link distance. Thus, one of the biggest
infrastructure costs facing a network provider is the cost associated with the
deployment and maintenance of its links.

National ISPs are one type of network provider for which link costs are
significant. However, their challenge in providing network connectivity to
millions of users spread over large geographic distances is made somewhat
easier by the fact that most users tend to be concentrated in metropolitan areas.
Thus, there is a natural separation of the connectivity problem into providing
connectivity within a metropolitan region and providing connectivity between
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these regions!. In considering the costs associated with providing connectivity
between metropolitan regions, the ISP has strong economic incentive to spread
the cost of an intercity link over as many customers as possible. This is the basic
motivation for multiplexing—a fundamental concept in networking by which a
link is shared by many individual traffic streams. Multiplexing one of the most
basic design principles in networking and has tremendous impact on the types
of topologies chosen by network architects. In it simplest form, it states that
the only type of design that makes sense from an economic perspective is one
that aggregates as much traffic on the fewest number of long distance links.
This principle applies at all levels of network design, including the local and
regional levels, and not just the national backbone?.

3.2.2 Router Technology.  Another major constraint affecting the types
of topologies available to network designers is related to the routing equipment
used to control the flow of traffic on the network. Based on the technology
used in the cross-connection fabric of the router itself, a router has a maxi-
mum number of packets that can processed in any unit of time. This constrains
the number of link connections (i.e., node degree) and connection speeds (i.e.,
bandwidth) at each model type, thereby creating an “efficient frontier” of possi-
ble bandwidth-degree combinations available for each router. That is, a router
can have a few high bandwidth connections or many low bandwidth connec-
tions (or some combination in between). In essence, this means that the router
must obey a form of flow conservation in the traffic that it can handle. While
it is always possible to configure the router so that it falls below the efficient
frontier (thereby underutilizing the router capacity), it is not possible to exceed
this frontier (for example, by having an ever increasing number of high band-
width connections). For any particular router model, there will be a frontier
representing the possible combinations that are available. Router models with
greater capacity are generally more expensive.

Consider as an example the Cisco Gigabit Switch Routers (GSRs), which are
one of the most widely deployed routers within the Internet backbone?. In Fig-
ure 6.2(a), we show an example of the technology constraint of the Cisco 12416
GSR. This router has a total of 15 available “slots” for line cards each of which
may have one more ports (i.e. physical connections). When the total number of

'Within the ISP industry, this distinction often separates service offerings into two lines of business known
as “metro service” and “long-haul service” respectively.

2The telephone network is subject to the same economics associated with link costs and also exhibits the
same type of network design in which local traffic is aggregated along “trunks” which interconnect local
regions. Given a history in which the modern data networks grew out of traditional phone networks, the
reuse of commonly accepted and successful design principles is not surprising.

3 As reported in [34], Cisco’s share of the worldwide market for service provider edge and core routers was
approximately 70% during 2002.
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Figure 6.2. (a) Technology constraint for Cisco 12416 Gigabit Switch Router (GSR): Degree
vs. maximum throughput. Each point on the plot corresponds to a different combination of ports
on each line card. The router can achieve any combination of maximum throughput and degree
below the technology constraint line. (b) Technology constraints for GSR Models 12404, 12406,
12410, 12416. Each line represents one type of router, and each point on the plot corresponds
to routers with different interfaces, with the corresponding price shown in the enclosed inbox.

connections is less than 15, each line card need only support a single port, the
throughput of each port is limited by the maximum speed of supported line cards
(10 GE), and the router’s maximum throughput increases with the number of
connections. When the number of connections is greater than 15, the maximum
router throughput decreases as the total number of ports increases. The reason
for this decrease is related to an increased routing overhead for handling traffic
over a greater number of ports. Figure 6.2(b) illustrates the efficient frontiers
and corresponding prices (associated with different line card configurations) of
several Cisco GSR routers taken from a recent product catalog [28]. Although
engineers are constantly increasing the frontier with the development of new
routing technologies, network architects are faced with tradeoffs between ca-
pacity and cost in selecting a router and then must also decide on the quantity
and speed of connections in selecting a router configuration.

As noted in Figure 6.2(b), these high capacity core routers can have node
degree on the order of only 100 direct connections. As a result, observed IP
measurements for nodes having thousands of connections cannot correspond
to physical connections between these routers. Until new technology shifts
the frontier, the only way to create throughput beyond the frontier is to build
networks of routers. In making this claim, we are not arguing that limits in tech-
nology fundamentally preclude the possibility of high-degree, high-bandwidth
routers, but simply that the product offerings recently available to the market-
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place have not supported such configurations*. While we expect that companies
will continue to innovate and extend the feasible region for router configuration,
it remains to be seen whether or not the economics of these products will enable
their wide deployment within the Internet.

The current Internet is populated with many different router models, each
using potentially different technologies and each having their own technology
constraint. However, these technologies are still limited in their overall ability to
tradeoff total bandwidth and number of connections. Thus, networking products
tend to be specialized to take advantage of one area of an aggregate feasible
region, depending on their intended role within the network hierarchy. Figure
6.2 presents an aggregate picture of many different technologies used both in
the network core and at the network edge.

Core Backbone
1000000 ; Technology

AbstractedTechnologically |[—s—cisco12416
Feasible Region

—e— cisco 12410

—=a— cisco 12406

—o— cisco 12404
e -- cisco 7500
x--- cisco 7200

—x— linksys 4-port router]|

Shared media

Total Router Bandwidth (Mbps)
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g Wireless, Dia|_up) = -~ Cisco 6260 dslam
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Total Router Degree (physical connections)

Figure 6.3.  Aggregate picture of router technology constraints. In addition to the Cisco 12000
GSR Series, the constraints on the somewhat older Cisco 7000 Series is also shown. The shared
access technology for broadband cable provides service comparable to DSL when the total
number of users is about 100, but can only provide service equivalent to dialup when the number
of users is about 2000. Included also is the Linksys 4-port router, which is a popular LAN
technology supporting up to 5 100MB Ethernet connections. Observe that the limits of this less
expensive technology are well within the interior of the feasible region for core network routers.

Economic drivers to minimize wiring costs have spawned extreme hetero-
geneity in the types of technologies that connect at the network edge; for exam-
ple, dial-up and digital subscriber line (DSL) leverage existing copper telephone
lines, broadband cable leverages existing coaxial cable lines, and wireless tech-
nology removes the need for wires altogether. These technologies are somewhat

4A few companies such as Avici Systems (www.avici.com) have started to offer scalable routing devices
built from “stacks” of routers, with some recent success in the marketplace [93].
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different from core routers in their underlying design, since their intention is
to be able to support large numbers of end users at fixed (DSL, dialup) or vari-
able (cable) speeds. They can support a much greater number of connections
(upwards of 10,000 for DSL or dialup) but at significantly lower speeds. Col-
lectively, these individual constraints form an overall aggregate feasible region
on available topology design.

3.2.3 Customer Constraints. Since the business of the ISP is to pro-
vide network service to its customers, there are certain features of ISP network
structure that will be driven by the customers it supports. For example, in the
current environment there is tremendous variability in the connection speeds
used by customers to connect to the Internet. As shown in Table 6.1, an esti-
mated half of all users of the Internet in North America during 2003 still had
dial-up connections (generally 56kbps), only about 20% had broadband access
(256kbps-6Mbps), and there was only a small number of end users with large
(10Gbps) bandwidth requirements [8]. While some of the disparity in consumer
choices may be attributed to incomplete deployment of broadband services, it
is reasonable to believe that much of this disparity is due to a wide variability
in the willingness to pay for network bandwidths.

Table 6.1. Estimated distribution of end host connection types in the United States for 2003.
It is important to note that the bandwidth performance seen by an individual user may be less
than the total connection speed if the user’s network interface card (NIC) is relatively slow. For
example, a user on a university campus with a Fast Ethernet (100Mb) card will never achieve
more than 100Mbps even if the university has a 10Gbps connection to the Internet.

Type of Typical Connection Approx. Relative
Edge Connection Speed Connections  Frequency
Campus Users 1.544Mbps(T-1) — 10Gbps(OC-192) 38.1 M 33.6%
Broadband DSL 512kbps — 6Mbps 7.6 M 6.7%
Broadband Cable 300kbps — 30Mbps 134 M 11.8%

Dial-Up 56kbps 544 M 47.9%
Total 1134 M 100%

Another factor facing ISP topology design at the edge is the location of its
customers. Due to the increased cost of longer links, customers that are located
farther away from an ISP’s network will be more expensive to service (at least
when providing an initial connection). Conversely, regions where potential
customers are concentrated over small distances will be more attractive to ISPs.
Because population densities themselves range widely by geography (see for
example U.S. Census data in Figure 6.4), ISPs that want broad coverage of even
the most populated metropolitan regions will need to support wide variability
in customer density.
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10000 Rank Pop. Density County, State
(per s9. km)
1000 1 20239 New York County, NY
2 12594 Kings County, NY
< 3 11058  Bronx County, NY
<100 4 6888 Queens County, NY
5 5985 San Francisco County, CA
10 6 4577 Hudson County, NJ
o 7 4530 Philadelphia County, PA
P ‘% 8 4380 Suffolk County, MA
o1 10 1000 100000 9 3816 District of Columbia

=
o

Population per sq. km. 3517 Baltimore City, MD

Figure 6.4. Population density of the United States by county in 1990. (a) Most counties are
sparsely populated, but a few counties have extremely high densities. (b) Top ten most densely
populated counties. Source: United States Census Bureau (Released: March 12, 1996. Revised:
June 26, 2000.)

3.24 Service Requirements. In addition to the constraints imposed
by link costs, router technology limitations, and customer connectivity, it is
reasonable to expect that ISPs are driven to satisfy certain service requirements
imposed by their customers or the industry at large. For example, most ISPs
utilize service level agreements (SLAs), which serve as business contracts with
their major customers and their peers. SLAs typically specify terms such as
delivered bandwidth and limits on service interruptions, and they often include
financial penalties for failure to comply with their terms. While SLAs are
often negotiated on an individual basis, competition among ISPs often creates
industry norms that lead to standard SLA terms. Conversely, some ISPs use
special terms in SLAs as a mechanism for differentiating their services and
creating competitive advantage over rival companies.

From the provider’s perspective, one simple metric for assessing whether or
not a given network topology is “good” is its ability to handle the bandwidth
requirements of its edge routers. For the purposes of this paper, we define
network performance as the maximum proportional throughput on a network
under heavy traffic conditions based on a gravity model [108]. That is, starting
at the network edge we consider the demand for traffic by an access router to
be the aggregate connectivity bandwidth of its end hosts. Then, to determine
the flow of traffic across the network core, we consider flows on all source-
destination pairs of access routers, such that the amount of flow X;; between
source 7 and destination j is proportional to the product of the traffic demand
x;, T; at end points 1, 7,

Xij = awizj,

where « is a constant representing the proportional level among all flows. We
compute the maximum proportional throughput on the network under the router
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degree bandwidth constraint,
moa}x Z X ij
i
s.t RX < B,

where R is the routing matrix (defined such that Ry; = {0, 1} depending on
whether or not flow [ passes through router k). We use shortest path routing
to get the routing matrix. X is a vector obtained by stacking all the flows
X;; and B is a vector consisting of all router bandwidths according to the
degree bandwidth constraint (Figure 6.2). Due to lack of publicly available
information on traffic demand for each end point, we assume the aggregation
of end point traffic demand is proportional to the bandwidth of the higher level
router. In this manner, we allow for good bandwidth utilization of the higher
level routers®. While other performance metrics may be worth considering, we
claim that maximum proportional throughput achieved using the gravity model
provides a reasonable measure of the network to provide a fair allocation of
bandwidth.

Another important issue in the design of ISP topologies is related to their
reliability in the presence of equipment failure, sometimes known as surviv-
ability. Generally, network survivability is quantified in terms of the ability of
the network to maintain end-to-end paths in the presence of node or link losses.
Although survivable network design is not a focus of this article, comprehensive
surveys of optimization-based formulations for this type of service requirement
are available [46, 50].

33 HOT: Heuristically Optimal Topology

Our objective is to develop a simple and minimal, yet plausible model for
router-level topology that reflects link costs, conforms to the technology con-
straints of routers, appropriately addresses the aforementioned issues for high
variability in end-user connectivity, and achieves reasonably “good” perfor-
mance. As noted above, the economic drive to minimize link costs promotes a
topology that aggregates traffic as close to the network edge as possible. The
use of multiplexing in a variety of routing technologies at the network edge
supports this aggregation, and the wide variability in the bandwidth demands
and geographies of end user connections suggests that one should expect wide
variability in the measured connectivity of nodes at the network edge. Since it
is generally accepted that most of the computers in the network are at its edge,
it is reasonable to expect that the overall connectivity statistics of the network

SWe also tried choosing the traffic demand proportional to the product of end points degree as in [43], and a
similar result still holds but has different router utilization.
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are dominated by those at the edge. Collectively, these constraints suggest that
a “good” design is one in which individual links at the edge of the network have
are aggregated in a manner such that the link capacities increase as one moves to
the network core. In particular, edge routers may connect to a large number of
low bandwidth users or a smaller number of high bandwidth users. In contrast,
one can expect that backbone links within the network run at high-speeds and
that core routers have necessarily fewer links, making the connectivity of the
core much more uniform. As can be seen in the example below and in [62], an
inspection of real networks reveals a common theme, namely that the topology
at the network edge is designed to aggregate traffic within a local region, while
the topology within the core of the network is designed to transport aggregated
traffic between geographically disparate regions.

3.3.1 Case Study: The Abilene Network. To this point, we have
argued that the perspective of an ISP in building a national scale network topol-
ogy is driven by three factors. First, the need to minimize the long distance
link costs means that it is driven to aggregate traffic from its edges to its core.
Second, the design of its topology, particularly in the core, must conform to the
technology constraints inherent in routers. Third, the network should have good
performance, measured in terms of its ability to carry large volumes of traffic in
a fair manner. While these are certainly not the only factors affecting design, we
claim that these three drivers are a sensible starting point for understanding the
relationship between ISP network design and resulting router-level topology.
As a preliminary validation of whether or not these factors are reasonable, we
seek to compare them to the topology of a national ISP. Given that commercial
ISPs are reluctant to share information, we consider the national educational
network.

The Abilene Network is the Internet backbone network for higher education,
and it is part of the Internet2 initiative [1] (see Figure 6.5). It is comprised of
high-speed connections between core routers located in 11 U.S. cities and car-
ries approximately 1% of all traffic in North America®. The Abilene backbone
is a sparsely connected mesh, with connectivity to regional and local customers
provided by some minimal amount of redundancy. Abilene maintains peer-
ing connections with other higher educational networks (both domestic and
international) but does not connect directly to the commercial Internet. Within
Abilene, connectivity from core routers to academic institutions is provided

0f the approximate 80,000 - 140,000 terabytes per month of traffic in 2002 [81], Abilene carried approxi-
mately 11,000 terabytes of total traffic for the year [51]. Here, “carried” traffic refers to traffic that traversed
an Abilene router. Since Abilene does not peer with commercial ISPs, packets that traverse an Abilene router
are unlikely to have traversed any portion of the commercial Internet.
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Figure 6.5. Complete physical connectivity for Abilene. Each node represents a router, and
each link represents a physical connection between Abilene and another network. End user
networks are represented in white, while peer networks (other backbones and exchange points)
are represented in blue. ESnet is another national backbone network. Each router has only a
few high bandwidth connections, however each physical connection can support many virtual
connections that give the appearance of greater connectivity to higher levels of the Internet
protocol stack.

through local GigaPoPs’. The core router in Los Angeles, for example, is
connected to core routers in Sunnyvale and Houston, and is also connected to
regional networks such as CENIC (the educational backbone for the State of
California) and peering networks such as UniNet. In places where no GigaPoP
is available, university campuses may be allowed to connect to Abilene directly.
For example, the University of Florida is directly connected to an Abilene core
router in Atlanta. Within Abilene, there is no difference between the network
at the IP layer and the link layer, and the physical connectivity of central core
nodes is low (ranging from five to twelve).

We claim that the Abilene backbone is heuristically optimal in its ability to
tradeoff performance and link cost, subject to router technology constraints, so
we use it as a starting point to construct a toy model of a heuristically optimal
topology. Specifically, we replace each of the edge network clouds with a single
gateway router whose role is to aggregate the traffic of a certain number of end

"The term “PoP” is an abbreviation for “Point of Presence”. A GigaPoP is a point of presence that intercon-
nects many different networks at very high bandwidths.
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hosts. Thus, most of the nodes in the network are at its edge, and the high degree
nodes are located exclusively at the edge of the network. This flexibility makes
it trivial to assign just about any node degree distribution to the network as a
whole, and here we assign end hosts to gateway routers in a manner that yields
an approximate power law for the overall node degree distribution. Figure
6.6(a) shows the resulting network topology, while Figure 6.6(b) shows the
degree distribution for the entire network. This network has total 865 nodes (68
internal routers and 797 end hosts) and 874 links. In approximating Abilene,
peering networks ESnet and GEANT are represented as direct connections
between Chicago and Sunnyvale, New York and Sunnyvale, and Chicago and
Washington D.C. To evaluate the performance of this construction, we assume
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Figure 6.6. Abilene-inspired HOT model of router-level topology. (a) Topology for toy version
of Abilene. (b) Network degree distribution. (c) Achieved router performance under maximum
flow. (d) Achieved end user bandwidths under maximum flow.

that the network is built using a single router model having an abstracted feasible
region, shown in Figure 6.6(c). Then, this network achieves a total performance
of 576 Gbps and its routers are used with high efficiency, i.e. they are close to the
efficient frontier of the router feasible region. It also provides wide variability
in the ultimate bandwidths delivered to its end users, shown in Figure 6.6(d).
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This simple toy model is obviously a severe abstraction, and we do not claim
that it is an accurate representation of Abilene. However, this toy model il-
lustrates a few important points. First, it is relatively straightforward to use
engineering design to construct a network topology that conforms to the con-
straints of available router technology, has high variability (or even power laws)
in overall node degree distribution, and supports a wide variability in end user
bandwidths. Second, a network that has low degree, high bandwidth con-
nections in the core and high degree, low bandwidth connections at the edge
results in high performance and achieves efficient router utilization (Figure
6.6(c)). From an engineering perspective that explicitly considers the tradeoffs
of network design, these points may seem so obvious that it is hard to imagine
modeling router-level graphs in any other way. However, there exists a popular
alternate approach that considers only the mathematical and graph theoretic
aspects of network connectivity.

34 Equivalent Degree-Based Models

The starting point for many models of network topology has been to try to
replicate the mathematical or statistical properties observed in real networks.
With this approach, one usually starts with a sequence of well-understood met-
rics or observed features of interest—such as hierarchy [107], node-degree dis-
tributions [52, 69, 4, 13], clustering coefficients [20], expansion, resilience [94],
etc.—and then develops a method that matches these metrics. The result is pre-
dictably successful, in the sense that it is always possible to develop models of
increasing fidelity in order to tune specific statistics to desired values. Indeed,
the common themes of this work are empirical findings that suggest degree
based generators provide topologies that are more statistically representative
of real networks which are reported to exhibit power law degree distributions
[94]. However, this approach suffers from several drawbacks. First, it is hard
to choose the “right” metric, since what is right is apt to vary, depending on
the intended use of the topology. Second, any generative method that does a
good job of matching the chosen metric often does not fit other metrics well.
Finally, this approach tends to have little, if any, predictive power, since result-
ing models tend to be descriptive but not explanatory, in the sense of [100].
Nonetheless, recent attention on power laws in network connectivity has made
degree distributions a popular metric for evaluating topology, and degree-based
models of Internet topology remain prevalent.

The drawbacks of using the degree-based approach become clear with a
closer look at the methods by which these networks are generated. In general,
there are many network generation mechanisms that can yield networks having
highly variable (or power-law) degree distributions. However, the aforemen-
tioned degree-based topology generators all use one of two methods. The first
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is preferential attachment [13] which says (1) the growth of the network is re-
alized by the sequential addition of new nodes, and (2) each newly added node
connects to an existing node preferentially, such that it is more likely to connect
with a node that already has many connections. As a consequence, high-degree
nodes are likely to get more and more connections resulting in a power law in
the distribution of node degree. While, preferential attachment has been a pop-
ular mechanism within the complex network literature, its utility as a general
network modeling tool is limited to particular power law degree distributions.
The second, and more general, generation mechanism is based on graph theo-
retic methods that yield topologies whose expected degree distribution matches
any chosen distribution. An example is the Power-law Random Graph (PLRG)
model which constructs a graph by first assigning each node its degree and the
randomly inserting edges between the nodes according to a probability that is
proportional to the product of the given degrees of two endpoints [4]. If the
assigned degree distribution for all nodes follows the power-law, the generated
network is expected to reproduce the same power law.

One of the most important features of networks having power law degree
distributions that are generated by these two mechanisms is that there are a few
centrally located and highly connected “hubs” through which essentially most
traffic must flow. For the networks generated by preferential attachment, the
central hubs are the earliest nodes, and application of the preferential attachment
model to the Internet has suggested that these hubs represent the “Achilles’ heel
of the Internet” because they make the network highly vulnerable to attacks
that target these high-degree hubs [6]. The nodes with high expected degree in
PLRG have higher probability to attach to other high degree nodes and these
highly connected nodes form a central cluster.

Consider as an example a degree-based model for a network having the degree
distribution shown in Figure 6.6. Starting with the PLRG approach and using
some additional heuristic tuning, it is possible to obtain a network that matches
the degree distribution exactly. The resulting network also has 865 nodes (68
internal routers and 797 end hosts) and 874 links, and it is shown in Figure
6.7(a). While it matches the degree distribution of the HOT model, it achieves
an inferior performance of only 4.89 Gbps, more than two orders of magnitude
worse. A look at the router performance (Figure 6.7(c)) and the distribution of
bandwidths to end users (Figure 6.7(d)) also reveals the functional inferiority of
this network. The reason for the poor performance of this degree-based model is
exactly the presence of the highly connected “hubs” that create low-bandwidth
bottlenecks. In contrast, the HOT model’s mesh-like core, like the real Internet,
aggregates traffic and disperses it across multiple high-bandwidth routers.

While the graph shown in Figure 6.7(a) is not the only network that could
have resulted from a probabilistic degree-based construction, its structure is
representative of the features of this genre of graph models. Furthermore, its
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Figure 6.7. Result of degree-based generation for network having the same degree distribution
as in Figure 6.6. (a) Network topology. (b) Network degree distribution. (c) Achieved router
performance under maximum flow. (d) Achieved end user bandwidths under maximum flow.

comparison with the Abilene-inspired network is fair, in the sense that two
different graphs constructed from the same respective processes would com-
pare in a qualitatively similar manner. There are a number of graph theoretic
arguments that suggest why probabilistic degree-based networks result in this

type of structure (some of which are presented in [62]), but they are beyond the
scope of this article.

3.5 Discussion

The objective here has been to uncover “significant” drivers of topology
evolution so that we understand the structure of the real Internet and gain in-
sight for generating synthetic topologies. The Abilene-inspired example and
degree-based example were selected to highlight how graphs that share certain
macroscopic statistical characteristics can appear very different from a per-
spective that considers issues such as performance, technology constraints, and
economic considerations. The HOT framework tries to emphasize optimiza-
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tion, tradeoffs, and robustness. The Abilene-inspired network is the simplest
nontrivial example. There may be additional constraints, such as link costs and
redundancy, that would be important and needed in the model. However, since
HOT views performance and constraints and tradeoffs, we can generalize the
HOT model to include any additional objectives and constraints. In this man-
ner, HOT design is an example of a process, whereby additional constraints
and tradeoffs can be added in a systematic manner. Degree-based methods are
representative of a process too, but the process is a search for macroscopic statis-
tical characterizations to constrain an otherwise random network construction.
Although both approaches could be extended, the HOT approach makes engi-
neering sense while the degree-based approach does not. Even so, the results
here are really only a “proof of concept” in the development of “fictitious, yet
realistic” models of Internet topology.

4. Towards Generative Models

In considering how we might use the aforementioned optimization-based
framework to generate synthetic network topologies, we return to the perspec-
tive of the national ISP that is looking to build its infrastructure from scratch.
While there are many distinct network design problems of concern to ISPs, we
distinguish here between the problem of access design and backbone design.
Network access design typically occurs at the metropolitan area, where the
challenge is to provide connectivity to local customers who are dispersed over
some regional geographic area. This connectivity is rooted at the ISP’s point
of presence (PoP), which serves as the focal point for local traffic aggregation
and dissemination between the ISP and its customers. In contrast, network
backbone design is the problem of providing internal connectivity within the
ISP between its different PoPs, which are typically separated by larger geo-
graphic distances. The separation of the network design problem into access
and backbone design problems and also into different functional layers is im-
portant because the resulting optimization formulations often have different
objectives and constraints operating at each level of abstraction. In addition,
access design problems are inherently local, in the sense that changes to the in-
puts or incremental growth in the access network have only local affects on the
resulting topology or its traffic. In contrast, changes to inputs of the backbone
design problem or backbone incremental growth often have global implications
on the structure and/or behavior of the network as a whole.

We present here a heuristic “recipe” for generating an annotated router-level
graph for a national ISP using this optimization-based approach. The intent
here is to provide a minimal level of detail sufficient to illustrate how the vari-
ous objectives, constraints, and tradeoffs can be synthesized into a reasonable
model.
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STEP 1: Choose the metropolitan areas to serve (i.e. the PoPs). This decision
might be based on the population size of each metropolitan area, or it
might be driven by market competition (e.g. the need to have a presence
in specific cities).

STEP 2: For each metropolitan area, design an access network, as follows.

m  Select the location of the access points (there may be more than
one). In modeling specific metropolitan regions, the location of
access points may be driven by the presence of Internet Exchange
Points (IXPs) or co-location facilities that serve as central facilities
for ISPs to peer with one another.

m  Choose an underlying aggregation technology for each access point
(e.g. fiber, DSL, broadband cable) or a mixture of them.

m  Choose (probabilistic) distributions for customer geography and
also for customer bandwidth demands. A reasonable approach
would be to choose a mixture of technologies and customer de-
mands that are consistent with market statistics, such as those listed
in Table 6.1.

m  Formulate an optimization problem (using corresponding technol-
ogy constraints, link costs, and user demands) in the spirit of [10],
and solve to obtain a heuristically optimal local topology.

STEP 3: Design a backbone topology to support traffic between the PoPs.

m  Choose a model for traffic demand (e.g a traffic matrix) consistent
with the model of local access design (i.e. aggregate PoP demands
are derived from the access networks that they serve).

m  Decide on the link bandwidths (e.g. OC-48, OC-192) and router
models (e.g. Cisco GSR) available for use.

m Select appropriate resource budgets (a simple budget could be the
total number of links, or more sophisticated models could use real
costs of links and routers) as well as any additional service require-
ments (e.g. redundancy).

s  Formulate the backbone design problem as a constrained optimiza-
tion problem (in the spirit of [42, 46]). The solution need only
be heuristically optimal, but it preferably also has some robustness
properties (such as insensitivity to small changes in the inputs or
the loss of any single node or link).

STEP 4: Compute theoretical performance of the network as a whole (e.g.
throughput, utilization) under initial traffic assumptions.
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STEP 5: Consider reverse engineering of real measured ISP topologies (in the
spirit of [91]) as a form of heuristic validation, assessment of input as-
sumptions, and examination of engineering details included in the model.

STEP 6: Consider traffic engineering on the generated topology to improve
performance, and use improved traffic assumptions as feedback into
model and return to STEP 3.

As noted by the final step, this procedure is intended to be a process by which
the insights from the resulting topology are used as feedback into the process
in order to improve the self-consistency and realism of the model. In the end,
the inputs to the model include: distribution of customer demands, distribution
of edge technologies, distribution of customer geography (population density),
a list of PoPs, a backbone budget constraint, redundancy requirements, and a
model of traffic demands. The outputs of the generation process include: an an-
notated topology with router capacities, link bandwidths, router/link utilization
under assumed traffic demand, network performance, and perhaps a measure
of robustness to loss of router/links. There are many additional details that
could be added, and it’s likely that we will need to iterate between modeling,
measurement, and analysis to get it right, but this level of modeling is entirely
feasible given current understanding of the Internet’s most salient features.

There are several advantages of a topology generator that includes this level of
detail. First and foremost, the resulting graph models should be consistent with
the reality of the engineering systems that they are intended to represent. This
alone would represent significant progress in moving beyond the degree-based
generators in use today. However, there are a number of additional benefits that
would follow. For example, a model at this level of detail provides a natural
framework for the study of traffic engineering problems, and moreover it en-
ables one to study of the co-evolving relationship between network design and
traffic engineering. In addition, the conceptual framework presented here will
enable the exploration of the way in which individual constraints and objectives
affect the large-scale features of generated topologies. For example, in com-
paring the qualitative and quantitative features of real ISP topologies, are the
dissimilarities the result of differences in their inputs (customer distributions,
geographies) or the result of design decisions (different technologies, different
redundancy requirements, budgets)? A better understanding of this “design
space” also creates the ability to consider what-if scenarios, for example the
potential to predict the consequences of introducing a new technology or the
ability to study whether or not there are fundamental limitations in the ability of
anetwork to scale with current technology. Finally, reasonably detailed models
of real ISP topologies creates the ability to construct models for the Internet as
a whole by interconnecting individual ISPs (similar to what has been suggested
for measured ISP topologies [63]). It also enables the systematic investigation
of the economics and dynamics of peering relationships (e.g. hot potato rout-



An Optimization-Based Approach to Modeling Internet Topology 125

ing [95]) which have recently received significant attention by operators and
researchers alike.

S. Optimization: A Broader Framework

In this article, we have used optimization primarily as a tool for the analysis
of Internet topology. That is, we have assumed that the structural features ob-
served in the router-level Internet are the result of some (implicit) optimization
problem faced by network architects, and we have tried to identify the way
in which fundamental technological and economic forces shape both the cur-
rent structure and its ongoing development. Furthermore, we have suggested
optimization-based formulations as a means for generating representative mod-
els of the router-level Internet. This framework contrasts with the traditional
use of optimization for solving difficult decision problems related to network
synthesis—that is, the design of new or incremental network infrastructure.
Unlike the problem here, network synthesis problems typically start with pre-
cise mathematical formulations where the variables, objectives, and constraints
are clearly defined, and the challenge in solving them typically comes from
difficult combinatorics or uncertainty in the decision making. The purpose of
this section is to illustrate how these two complimentary perspectives are being
used to develop a broader theory of the Internet, and we also identify research
areas where additional work is needed.

The modularity resulting from a layered network architecture (see Figure
3.1) provides an appropriate separation theorem for the engineering of individ-
ual network components. That is, it is often possible to investigate the features,
behavior, and performance of an individual layer either in isolation or assuming
that the lower-layer functionalities are all specified. It is within each individual
layer where one observes a horizontal decomposition of functionality into de-
centralized components. This horizontal decomposition provides robustness to
the loss of individual components, supports scalability of the network, and fa-
cilitates fully distributed provisioning, control, and management mechanisms,
usually implemented through multiple layers of feedback regulation between
different end systems.

This collective picture presents a framework for the analysis, evaluation, and
design of network components. For the most part, the aforementioned mod-
ularity allows network engineers to focus exclusively on a specific portion of
the overall architecture when addressing issues related to performance. How-
ever, changes to individual components/protocols have often unanticipated and
undesirable consequences on the network as a whole or on the entire TCP/IP
protocol stack, and it is for those situations when a comprehensive theory of
the Internet is most needed. What follows is a brief summary of some of the
progress to date in developing this theory for parts of the overall architecture.
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Since each of these areas is a deep research area in its own right, the examples
here are meant to be representative and not necessarily comprehensive.

5.1 Link Layer: Connectivity

Most of the discussion in this paper has assumed that the network topology
defined by the physical/link layer technologies is the same as the topology at
the IP (routing) layer, but this is not true for many real networks. Despite its
name, the router-level graph (as inferred from measurement studies based on
the traceroute program) does not necessarily reflect the structure of its under-
lying physical layer. Depending on the technologies in use, two routers that
are “connected” by a single hop at the IP layer may or may not be physically
connected to one another. The use of different link layer technologies, such
as Ethernet at the network edge or Asynchronous Transfer Mode (ATM) tech-
nology in the network core, can give the illusion of direct connectivity from
the perspective of IP, even though the routers in question may be separated at
the physical level by many intermediate networking devices or even an entire
network potentially spanning hundreds of miles. In some cases, network pro-
visioning at these different layers is handled by different companies, and it’s
possible that an ISP who sells IP networking services actually subcontracts the
provisioning of its optical network to another provider.

The separation of the link layer technologies from IP routing leads to a num-
ber of interesting and important network design problems, each of which have
their own optimization-based formulation. For example, when designing op-
tical network topologies, the question is which fiber pathways to “light up” to
form the basic circuit connectivity and what to do in the event that a particular
pathway is interrupted either from accident (e.g. a fiber cut) or failure (equip-
ment malfunction). For example, recent work on the design of WDM networks
has focused on cost-based solutions to the placement of optical networking
equipment within a mesh-like backbone structure [17, 72]. Other work has fo-
cused on the ability to protect and restore fiber circuits at the link layer, thereby
hiding such failures from the layers above [85, 86, 103, 71]. Current efforts are
focusing on optimization-based approaches to the multi-layer design of both
link layer structure and routing policies [47, 59, 60, 104].

5.2 IP Layer: Routing

Given the physical infrastructure, the Internet relies on IP to switch any packet
anywhere in the Internet to the “correct” next hop. Addressing and routing are
crucial aspects that enable IP to achieve this impressive task. Maintaining
sufficient and consistent information within the network for associating the
identity of the intended recipient with its location inside the network is achieved
by means of routing protocols; that is, a set of distributed algorithms that are part



An Optimization-Based Approach to Modeling Internet Topology 127

of IP and that the routers run among themselves to make appropriate routing
decisions. Robustness considerations that play a role in this context include
randomly occurring router or link failures and restoration of failed network
components or adding new components to the network.

The routing protocols in use in today’s Internet are robust to these uncer-
tainties in the network’s components, and the detection of and routing around
failed components remains largely invisible to the end-to-end application—the
Internet sees damage and “works” (i.e., routes) around it. The complexity in
protocol design that ensures this remarkable resilience to failures in the phys-
ical infrastructure of the Internet is somewhat reduced by a division of the
problem into two more manageable pieces, where the division is in accordance
with separation of the Internet into Autonomous Systems (AS) or autonomous
routing domains: each AS runs a local internal routing protocol (or Interior
Gateway Protocol (IGP); e.g., Open Shortest Path First or OSPF), and between
the different ASs, an inter-network routing protocol (or Exterior Gateway Pro-
tocol (EGP); e.g., Border Gateway Protocol or BGP) maintains connectivity
and is the glue that ties all the ASs together and ensures communication across
AS boundaries. However, the de-facto standard hybrid BGP/OSPF routing
protocol deployed in today’s Internet is largely an engineering “solution” and
little (if anything) is known about its optimality, fundamental limits, or inher-
ent tradeoffs with respect to, changing or uncertain traffic demands [11], the
design of more sophisticated algorithms for tuning OSPF weights [39], the
development of semantically richer BGP routing policies [45], or the gradual
deployment of new protocols such as Multi Protocol Label Switching (MPLS)
[18] or Multiprotocol Lambda Switching (MPIS) [105]. Furthermore, recent
work has provided a systematic investigation into how routing policies are used
in real operational networks and has reported that the traditional view of in-
terior and exterior routing policies is insufficient to capture the intention of
traffic engineers [68]. Despite an incomplete understanding of routing-level
behavior, current research is proposing changes to the routing infrastructure in
order to facilitate the routing, switching, and forwarding of packets through
next-generation networks as well as support the demands of novel applications.

53 Transport Layer: TCP-AQM

By assuming a given physical network infrastructure and a fixed routing
matrix, recent investigation into the network transport layer has brought new
understanding to the behavior of both the Transmission Control Protocol (TCP)
and Active Queue Management (AQM) schemes for providing optimal alloca-
tion of network resources. The main insight from this work [57, 64, 75] is to
view the TCP-AQM protocol as a distributed primal-dual algorithm, in which
TCP source rates are viewed as primary variables, while link congestion mea-
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sures are viewed as dual variables. Collectively, these two protocols solve an
implicit, global utility maximization problem across the Internet. Furthermore,
it has been shown that different protocol variants solve the same basic resource
allocation problem, but use different utility functions [65]. This theoretical
framework suggests that by studying the underlying optimization problem, it
is possible to understand the equilibrium properties of a large network under
TCP/AQM control. These properties include network throughput, transmis-
sion delay, queue lengths, loss probabilities, and fairness. Here, insight from
this optimization-based perspective comes despite the fact that TCP and AQM
were designed and implemented without regard to utility maximization. These
results have subsequently been combined with models from control theory to
provide additional insight into the dynamics and stability of these networking
protocols, and they have even led to new proposals for transport protocols to
replace TCP itself [54, 82, 58, 53].

54 Application Layer: Mice and Elephants

At the top of the protocol stack, applications are designed to meet particular
performance objectives, and their design typically relies on all of the network
resources available from the lower layers of the protocol stack. The technology
supporting the Wold Wide Web (WWW) is a prime example. The behavior of
the WWW is defined by the interaction of web servers and web browsers that
run the HyperText Transfer Protocol (HTTP), web documents that are encoded
using the HyperText Markup Language (HTML), and users who navigate via
feedback through those interconnected documents. Within this scheme, HTTP
relies on TCP to provide reliable packet delivery and robust flow control when
transferring files. Sometimes, however, the interaction between layers results
in unintended and unexpected poor performance that may be hard to identify
and resolve. For example, as discussed in [99], version 1.0 of HTTP interacted
badly with TCP, causing problems with the latency perceived by web users as
well as problems with web server scalability. These problems were ultimately
fixed in HTTP 1.1, when the protocol was tuned to provide better performance.

There has been relatively little theoretical work to formalize the relationship
between application behavior and the dynamics of the underlying protocol stack.
A noticeable exception is [110] that pursues a HOT-based approach to develop
a toy model for Web layout design. This model suggests that the organization
and layout of web pages is optimized to minimize the latency experienced by
users who search for items of interest. Minimizing user-perceived latency is
roughly equivalent to minimizing the average size of downloaded files and is
motivated by the limitation on the bandwidth available to both the network and
the user. In particular, it is highly desirable for the frequently accessed files that
are used for navigational purposes to be small and download quickly (“mice”),
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as the user’s next action awaits this information. At the same time, the large
files (“elephants”) that tend to represent the endpoints of the search process
require in general large average bandwidth for timely delivery, but per packet
latency is typically less of an issue.

This type of Web layout design problem has features similar to conventional
source coding, but with substantial differences in the constraints and design
degrees of freedom (e.g., grouping of objects into files, location of hyperlinks).
The toy model produces distributions of file sizes and file accesses that are both
heavy-tailed in nature and are in remarkable agreement with measurements of
real Web traffic. That these heavy-tailed or highly variable characteristics of
Web traffic are likely to be an invariant of much of the future network traffic,
regardless of the applications, is one important insight to be gained from this
new research direction. The current split of most traffic into mice and elephants
is likely to persist. Most files will be mice, which generate little aggregate
bandwidth demand, but need low latency. Most of the packets will come from
elephants, which demand high average bandwidth, but can tolerate varying
per packet latency. After all, much of the human-oriented communication
process that involves both active navigation and ultimately the transfer of large
objects can naturally be “coded” this way, with important implications for proper
protocol design at the transport layer.

5.5 Discussion

These successes in the use of an optimization-based framework to gain deeper
understanding of individual components within the overall architecture (either
from first principles or via “reverse engineering”’) suggest a potential benefit
for extending this perspective to deal with issues that span multiple layers. In
its ultimate form, one hopes for a coherent theory in which the various protocol
layers can be viewed as part of one giant optimization problem that the network
solves in a completely decentralized manner, and where each protocol can be
interpreted as a local algorithm that works to achieve some part of the global
objective. Yet, much remains to be done before such a theory is in hand. While
recent work at the transport layer suggests that the behavior of TCP-AQM is
nearly optimal, is it known that the collective behavior of TCP-AQM and IP
is not optimal. One recent attempt to understand the ability of IP and TCP-
AQM to simultaneously solve the optimal routing problem in conjunction with
the resource allocation problem has shown that utility maximization over both
source rates and their routes is NP-hard and hence cannot be solved in general
by shortest-path routing within IP [96].

Despite the inherent challenges for developing such a theory, the ongoing de-
velopment and deployment of Internet technologies and our increasing reliance
upon them demand that we obtain a deeper understanding of the relationship
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between the underlying architecture and design objectives such as performance,
scalability, robustness, and evolvability. More broadly, whenever considering
the deployment of new technologies, it would be useful to know where the
current architecture stands with regard to optimality. For example, are there
other routing protocols that might perform better than IP? What happens if fun-
damental changes are made at the routing level, such as would be seen with
the deployment of new provisioning and routing technologies such as MPLS or
lambda switching? What happens when new applications change fundamen-
tally the traffic patterns that the underlying protocol stack needs to manage?
What if new technologies fundamentally change the constraints or economics
of network provisioning and management? And finally, the envisioned theory
should be able to provide insight into the circumstances under which circuit-
switching versus packet switching is the optimal thing to do.

6. Conclusion

In this paper, we have described several factors that we suggest are key
drivers of the router-level Internet as it is designed, built, and operated by ISPs.
While this list of key factors is far from exhaustive, what is striking is how the
need to annotate network topologies with even simple domain-specific features
shows how graphs that may be sensible from a connectivity-only perspective
are no longer viable (e.g., non-realizable or non-sensical) in the real world
because of constraints that are imposed by their application domains. In this
sense, the models for the router-level Internet that result from optimization-
based formulations and degree-based formulations could not be more different.
Although degree-based models hold a certain appeal from a macroscopic view-
point, they are entirely inconsistent with the perspective of network engineer-
ing. Networks constructed from degree-based models would be costly to build
and would yield poor performance. Optimization-based approaches to mod-
eling router-level topology (and the Internet more generally) hold tremendous
promise, but significant work remains before we have the level of clarity that
is needed by network operators, corporate managers, and telecommunications
policy makers.
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