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Abstract—This paper is aimed at designing a congestion control system in a satisfactory way, avoiding the deployment difficulties of a
that scales gracefully with network capacity, providing high utilization, low  non-incremental solution. However. the above limitations (and
queueing delay, dynamic stability, and fairness among users. In earlier - - ' ) . .
work we had developed fluid-level control laws that achieve the first three others, such as_ def'c'?nc'es_ of a loss-based prOIOSOI '_n W_'reless
objectives for arbitrary networks and delays, but were forced to constrain Networks) provide an incentive for another look at * doing it all

the resource allocation policy. In this paper we extend the theory to include again”; this is the motivation for this paper and other recent ref-
dynamics at TCP sources, preserving the earlier features at fast time-scales, erences (e g [15])

but permitting sources to match their steady-state preferences, provided a . .
bound on round-trip-times is known. We are further motivated by the large strides that have re-

We develop two packet-level implementations of this protocol, using (i) cently been taken in the analytical front, with tools from convex
ECN marking, and (ii) queueing delay, as means of communicating the con- optimization coming into play to ana|yze resource allocation
gestion measure from links to sources. We discuss parameter choices and . "
demonstrate using ns-2 simulations the stability of the protocol and its equi- [16]’ [20]’ and advances in ContrOI_thec_)ry to analyze Stab'“ty
librium features in terms of utilization, queueing and faimess. We also [14], [23], [25], [19]; these, for the first time have been able to
demonstrate the scalability of these features to increases in capacity, delay,tackle the case of truly large-scale networks. In particular, the
and load, in comparison with other deployed and proposed protocols. objectives of high utilization, low delay, fairness and stability

appear to be within reach of protocols which imply a very mod-

|. INTRODUCTION est modification of the current practice. We remark that although

Since their inception in the late 1980s [13], the Congesti(mstabilities such as oscillations could perhaps be tolerated in the
control mechanisms in TCP have been extremely successful§fwork context, the boundary of stability reflects the limits of
keeping the Internet under control while it underwent a dramafiéedictable behavior in the network; the above control laws are
growth. While improvements have been continually sought &#mned at operating precisely at that boundary.
issues such as retransmission, and on active queue managéwo alternative, mutually dual strategies have emerged: one
ment (AQM) [8], [6], [18], [10], the basic additive-increase- Primal” approach [1.6], [14], [25] obtains stgblhty gnd fa|rn_ess
multiplicative-decrease (AIMD) structure in TCP congestioRY @ new dynamics in TCP sources, combined with a static re-
avoidance has remained unchanged. What is the incentive $8Pnse fromlinks; the link objectives (utilization, low queueing)
research on replacing it? are then pursued by a slower time-scale adaptation of AQM [19].

One justification comes from the desire to improve the quail€ “dual” approach of [20] and our earlier work [23] (reviewed
ity of service provided by the Internet, both in reducing queu#? Section II), combines a dynamic AQM with a static TCP to
ing delays, and in allowing for more control over resource aql__cmeve high utilization, low delay and_ dynan_nc stability for ar-
location, which is currently indirectly determined by the protdRitrary networks and delays. What this solution does not allow
col. As argued in [12], [17], both objectives could be improve freedom in the resource allocgtlon between TCP rows,. in-
significantly by Explicit Congestion Notification (ECN) marksStéad, a response curve must be imposed on them, depending on

communicatinghadow priceshrough the network, without the their round-trip-time (RTT), that will determine their allocated
need for other higher complexity solutions that are being cofftroughput. A first contribution of this paper is to extend the the-
sidered (e.g., differentiated services). ory in [23] to allow for an arbitrary choice of source utility func-

Another motivation comes from deficiencies of AIMD as th&OnS; this could be used for instance to impose fairess among
network further scales up in capacity. In such fast networkdS€rs who see the same bottleneck, independently of their RTT.

congestion windows will easily scale up into the thousand5is Property is obtained by a new source control that uses sep-

which creates two problems. On one hand, Al is too slow, singgation of time-scales (dual to the strategy of [19]), running the

it can only change the window by one every round-trip-timéfaimess” loop slower than a commonly agreed bound on the

so changes of thousands can easily take minutes. On the O%El’. Other than this restriction, the stability proof extends to an
hand, MD is too fast: recent studies [7], [5], [21] have show@Pitrary network. _ . .
that in these high window regimes, TCP combined with RED [8] Th€ second objective of this paper is to go beyond fluid-flow
is unstable, leading to dramatic oscillations in network queu¥dels and pursue this family of protocols to the level of a
that not only cause delay jitter but can impact utilization. packet mplernentapon, within the constramts.of mechanisms
It is quite possible that incremental modifications to the cuf!mently available in the Internet. Two strategies are pursued:
rent protocols (e.g., ideas in [11]) could deal with these issu@a€: described in Section IV, is based on the ECN bit to code the
congestion information between links and sources; this version
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of TCP and AQM, in highly stressed congestion scenarios amtle network is, however, also shared by short “mice”, which
high capacity links, and considering both long-lived flows angdion’t last long enough to be controlled, and for which no “equi-
also file transfers drawn from a heavy-tailed distribution. THi#rium” exists, but who are affected by the properties of the
second implementation, described in Section VI, is based oontrol, mainly through the queuing delay they experience. We
gueueing delay as a congestion measure, similar to what is deriké not model them explicitly here (they could be treated as
in TCP Vegas [2]. This allows some degradation of performanaoeise in link rates), but will bear this objective in mind for our
in terms of queueing delay and fairness, but has the advantdgsign.

of requiring no explicit participation from routers. Preliminary Specifically, we lay out the following design objectives:

simulation results are presented. 1. Network utilization. Link equilibrium rateg, should of
Conclusions are given in Section VII. course not exceed the capacity but also should attempt to
track it.
Il. PROBLEM FORMULATION AND EARLIER WORK 2. Equilibrium queues should be empty to avoid delays.
A. Fluid-flow model and control objectives 3. Resource allocation. We will assume sources have a demand

) C curve
We are concerned with a system bfcommunication links

shared by a set of sources. The routing matrik, of dimen- zoi = fi(¢oi) (4)
sionsL x S, is defined by that specifies their desired equilibrium rate as a decreasing func-
tion of price. This is equivalent to assigning them a concave
utility function U;(«x;), in the language of [16]; in this case

fi = (U})~'. We would like the control system to reach an
and assumed fixed. The theory will be based on a fluid-figuilibrium that accommodates these demands. This does not
abstraction of the TCP/AQM congestion control problem. Eadh itself ensure faimess, or address differentiated services, but
sourcei has an associated transmission raféf); the set of Provides atuning knob in which to tackle these kind of issues.
transmission rates determines the aggregate figw at each 4. Stability. The equilibrium should be (at least locally) stable.

R — 1 if sourcei uses linkl
%70 0 otherwise ’

link, by the equation What makes this a challenging problem is that we require
the above to hold foarbitrary networks, and that one must
y(t) = Z Rywi(t — 1), (1) work with very tight information constraints: sources and links
i have only access to their respective variables, and nobody knows

in which the forward transmission delay$ between sources what the overall network is.
and links are accounted for. Each link has a capagiiy pack- _ .
ets per second. B. Control laws with scalable stability

Next, we model the feedback mechanism which communi-\we describe here the control laws of [23], which achieve three
cates to sources the congestion information about the netw@kihe above objectives.

The key idea is to associate with each link congestion mea- At the links, the price dynamics is defined as

sure orprice p; (t) [16], [20], and assume sources have access to

theaggregateprice of all links in their route, . {ylcm, if pp > 0o0ry; > co;
P =

(5)
i(t) =Y Rupi(t — 1)) )
l

0 otherwise,

wherecg; is a target “virtual” capacity. At equilibrium, bot-
tlenecks with nonzero price will havgy = ¢y, and non-

Here again we allow for backward delay,% in the feedback g:lottlenecks withy;o < co; Will have zero price. Note that with

path from links to sources. As discussed in [22], this fee

back model includes, to a good approximation, the mechani I if the capacity waso,. Choosingcy; slightly below the ac
resent in existing pr Is, with a different interpretation f ; L o I e
present in existing protocols, with a different interpretatio ual capacity; ensures high utilization and at the same time that

price in different protocols (e.g. loss probability in TCP Ren X . .
queueing delay in TCP Vegas). The total RTT for the sour fée real queues are empty, as intended by the first two design ob-

rri13 choice the price is the “virtual” queueing delay one would

e ectives.
thus satisfies J . . L
o b At the sources, a static rate function of the aggregate price is
Ti =T + T 3) .
proposed:
for every link in the source’s path. The vectarsy, p, g collect _ g
the above quantities across sources and links. Ti = Tmax,i € M; (6)

In this framework, a congestion control system is specified by
choosing (i) how the links fix their prices based on link utilizaHerer; is the RTT,«; a constant, and/; a bound on the num-
tion; (ii) how the sources fix their rates based on their aggregéer of bottlenecks in souraés path. z,.x,; is @ maximum rate
price. parameter, which can depend dfy, 7; (but not ong;).

We remark that we are directly modelling only persistent The above control laws are a special case of those in [20], and
sources, i.e. those long enough to be controlled. From the pdlmtrefore define a unique equilibrium point. The main result of
of view of these “elephants”, what matters mainly is that th@3] is that the equilibrium is locally stable for arbitrary net-
system reaches an equilibrium point vy, po, go With high net- works, parameters, and delays. This is shown by considering a
work utilization and adequate resource allocation among theperturbationr = xg + 6z, y = yo+0y, p = po+9dp, ¢ = qo+dgq



around equilibrium, and writing the linearized equations in the  1ll. A NEW CONTROL WITH ENHANCED FAIRNESS

Laplace domain: The reason we are getting restrictions on source utility is that

59(s) = Ry(s)dz(s), (7) for static laws, the elasticity of the demand curve (the control
s — Ry(s)76(s), 8 gain at DC) coincides with the high frequency gain, and is thus
a(s) ;(s) Pls) ® constrained by stability. One way of decoupling the two gains is
8p = C=07, (9) to replace the linearized source control by a dynamic, lead-lag
$ compensation of the form
dx = —Kdq. (10)
Here we use the notatiodp, y to indicate the reduced vec- S; = ,L;?) ;. (13)
tors obtained by eliminating non-bottleneck links, which do not + 20

contribute to the linear dynamics. Thus (1-2) linearize to (7- ) o ) W
8), where the matrice® ;(s) and R, (s) are obtained by elimi- Here the high frequency gain is the same as in (11), “socially

nating non-bottleneck rows fror, and also replacing the “17 @cceptable” from a dynamic perspective. The DC gain=
—fl(qi0) s the elasticity of source demand based on its own

“selfish” demand curve:;,o = f;(¢:0), that need no longer be
of the form (6). Thezeroz is assumed fixed across sources, a

elements respectively by the delay term‘§ifvls, e~71%. The
diagonal matrices

C— diag(i), K = diag(s;), ki = Qi%oi (11) factor that will be (_assential to the stability proof _belov_v_.
Col M;T; « If v; < k;, a static source controller based on its utility would
are derived from the linearization of (5-6). be within the limits of the earlier stability theorem, without any
The above equations lead to a formula for the overall multieed for compensation. In this case, the above controller pro-
variable loop transfer function vides ahighergain at cross-over frequency, so that the network
~ ~ 7 utilization loop reacts as fast as possible compatible with sta-
L(s) = Rf(S)/CRbT(S)Cg- (12) bility. It also gives phaséead which reinforces the idea that

tability is not compromised.

If v; > k;, the compensation forces the aggressive source
to reduce its gain at cross-over frequency to maintain stability.
i Note that here the source pole is lower thathe more aggres-
F(s)5. Suppose: (if"(s) is analytic inke(s) > 0 and bounded sive the source tries to be, the slower this response becomes, to
in Re(s) > 0; (i) F(0) has strictly positive eigenvalues. (iii)keep the high frequency behavior roughly intact. We also have
For ally € (0,1] andw # 0, the point—1 is not an eigenvalue a phaseag in this case, which means that care must be taken in

The stability of such loops with integral control is studied in [23T
via the following proposition.
Proposition 1: Consider a unity feedback loop, wifh(s) =

of yL(jw). Then the closed loop is stable. the stability analysis.
We have the following general result on scalable stability for 3
arbitrary networks under a mild rank restriction. A. Local Stability Results

~ Theorem 2 ([23]) Suppose theﬂmatriié = Ry(0) = R4(0)  with the new local source control, we will proceed to study
is of full row rank, and thaty; < 3. Then for arbitrary delays he |inearized stability of the closed loop, generalizing the
and link capacities, the unique equilibrium point of the systefiethod of Theorem 2. We first write down the overall loop

under control laws (5-6) is locally stable. transfer function

Taking F(s) = Ry(s)KRI (s)C, it is easy to establish here oL T
that (i) holds, and (i) follows from the rank assumption Bn L(s) = Ry(s)K(s) Ry (S)Cg’ ha
The more delicate step is (iii), as we will see below when dis-
cussing a generalization. which is analogous to (12) except that now

The laws of [23] satisfy the equilibrium objectives on the link s+ 2
side, and stability. However the exponential laws in (6) spec- K(s) = diag(k;Vi(s)), with Vi(s) = ——,
ify a fixed demand curve for the sources, or equivalently a fixed S+

utility function. Some degrees of freedom are left in the chmc}g as in (11). The stability argument is based again on Proposi-

of xmax.i, @nd one could further generalize these laws as in(g.ﬁ- . . .

- ion 1, the main step being once more the study of the eigenval-
cated in [23]. Nevertheless we do not have complete freedomulerzlS ofyL(jw). As in [23], the key structure that is employed is
the choice of the demand curve, as we had aimed for in Sectl 2 relgtiojrgh.i ' y ploy
[I-A. In particular, we would like to be able to eliminate the P
dependence of the equilibrium structure on the RTT, which is
also present in current protocols. We remark that parallel work
in [25] has derived solutions with scalable stability and arbitrafyhich follows from (3), and allows us to write

utility functions, but where the link utilization requirement is

Ry(s) = Ry(—s)diag(e™ "),

relaxed. Indeed, it appears that one must choose between the L(jw) = Ry (jw) XoMA(jw) R (jw)*C,
equilibrium conditions on either the source or the link side, if 1
one desires a scalable stability theorem. In the next section we with Xy = diag(zo;), M= diag(ﬁ),

show how this difficulty is overcome if we slightly relax our ) ) )
scalability requirement. A(jw) = diag(A;i(jw)).
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The only change with respect to [23] is that we have added the

lead-lag tern¥/;(s) to the diagonal elements df(s), o
Qe TS h
Ai(s) = i (s). 14

(5) = = ——Vi(s) (14)

sl

Proceeding with the method of [23], we write
eig(1L(jw)) = eig(vP(jw)A(jw) ). where

_al

sk

P(jw) = M3 XE Ry (jw)” C Rp(jw) X M? > 0; T

it follows in a similar way thap(yP) < p(P) < 1. Then using Fig. 2. Plots of¢7 (solid) andv’,, (dashed)
Vinnicombe’s lemma [24], the eigenvaluesiofjw) are convex
combinations of the\;(jw), and the origin.

It remains to give conditions so that the convex combinations ~ Proof: v
of the \;(jw), which now include an extra lead-lag term, do not For fixeda < 7, letV = {L;Jg : @ > 0}. This curve,
reach the critical point-1. Figure 1 contains various Nyquistdepicted by the solid curve in Figure 2, would be the Nyquist
plots of \; (jw), for 7; ranging between 1ms and 1sec, and ratigdot of \;(jw) for v; = ;. V is strictly away from the critical
v;/k; ranging between 0.1 and 1000. The value @ fixed at point.
0.2, andn = 1. We now quantify the extra gain and phase introduced by the
lag-leadV; (jw) for frequenciesy > %:

jw+z
Jw+p

2
|1+ 5 < ViR

phase<‘7w + Z) > — arctan(i) > — arctan(n)

Jjw+Dp w

This means for this frequency rangg(jw) will lie always be-
low the perturbed curve

vV, = me—j arctan(n) vy

\ ml

2 (a slight clockwise rotation and expansiongj, depicted by
dashed lines in Figure 2. By appropriately small choice),of
Fig. 1. Nyquist plots of\;(jw), z = 0.2, = 1, variousr; andv; / k;. depending only oy, we can make sure that this curve stays

below the critical point. It follows that convex combinations of
A first comment is that here the plots do not coincide, 8§ (jw) cannot reach the critical point far > 1.
they did in the “scale-invariant” case of [23], when we used the It remains to consider the frequenciese (0, 1). We will
source controk; (only the high frequency portion of the aboveargue that in this frequency rangg/;jw) is always in the lower
plots coincide). half-plane (negative imaginary part), and hence again one can-
Secondly, we note that there is not an obvious separatiost obtain the critical point by convex combinations.
between the convex hull of these points and the critical pointTo see this, compute
—1. One could think of obtaining convex separation through a

slanted line; this however, would imply a lower limitr + 6, phasé); (jw)) = —= — 7w + phaseV; (jw))
6 > 0 on the phase of;(jw) at low frequencies, which in turn 2 w
implies, based on (14), a limit on the lag-lead gain ratitx;. > —7 — 7w + arctan(—)
This may be acceptable, but would not allow us to accommodate ;w
arbitrary utilities. > - —Tw + arctan(q)

The alternative is to treat the low-frequency portion of the
above curve separately, ensuring for instance that it doesfiys it suffices to show that for € (0, 1),
reach phase-w. This, however, implies a common notion of i

what “low-frequency” means, so that we are not operating in arctan( Tw ) > 7w
different portions of the curve for sources with different RTTs. n ’
This can be obtained through a fixed boundn the RTT, as .
follows. or equivalently -
.. TW
Proposition 3: Assume that for every sourége; < 7. In n< ————
7 tan(Tw)

the source controllers (13), choosg = o < § andz = Z.
Then for a small enough € (0, 1) depending only o, —1 ¢ The right hand-side is decreasing# < 1, so it suffices to
eig(L(jw). choose) < —— = 0.64. |

1
tan(1)



B. Nonlinear implementation We have thus satisfied all the objectives set forth in Section

We now discuss how to embed our new linearized source c:(%)h’-"\’ except for the fact that an overall bound on the RTT had to

trol law in global nonlinear laws. The requirements are: e imposed.
o The equilibrium matches the desired utility function,

. IV. A PACKET-LEVEL IMPLEMENTATION USING ECN
Ul(x0;) = qoi, Or equivalently the demand curve (4) fr =

(U;) 1. So far we have worked with the abstraction of the congestion
« The linearization is (13), with the zetobeing fixed, indepen- control problem laid out in Section II-A. In this section we tran-
dently of the operating point and the RTT. sition these ideas to an actual packet-level protocol, as could be

We now present a nonlinear implementation that satisfies th&®@lemented in a real world network.
conditions, of a similar nature to laws obtained in the “primal” A first comment is that while we have assumed that source

approach [16], [14], [25]. can controlates in practice they adapt their congestion window
w;; its effect over the rate can be approximately described, over
& = Bi(U () — q;), (15) time-scales longer than the RTT, by the relationship
% o Wi
T; = $m’i€(€l MZTZ) (16) T T '

Note that (16) corresponds exactly to the rate control law in (6j0urces should set; so that the rate targets the desired
with the change that the parametgr.,. is now varied exponen- “equation-based” value from (15-16), with a suitable time dis-
tially 8S Zmaxi = Zm i€, With & as in (15). If3; is small, the cretization. To make the discussion concrete, in this section we
intuition is that the sources use (6) at fast time-scales, but slow§e the utility functiorU; (z;) = K log(z;), which induces the
adapt theirz,,.,, to achieve an equilibrium rate that matche§0-called “proportional fairness” [16].
their utility function, as follows clearly from equation (15). . o
Remark:The RTT used in (15-16) could be the real-time meéa—" Marking and Estimation
surement, or instead, it could be replaced by the fixed portionThe key issue for the implementation of the above protocols is
d; (propagation/processing delay). Both will coincide localljhe communication of price signals from links back to sources,
around an equilibrium with empty queues, but the latter optidn an additive way across the source’s route. In this section we
is generally preferable because it avoids a more complex tingplore the use of an Explicit Congestion Notification (ECN) bit
varying dynamics during a transient where there are queuetagmplement this feature. A natural way to obtain the additiv-
delays. ity property is by Random Exponential Marking (REM, [1]), in
We now find the linearization around equilibrium; the sourcghich an ECN bit would be marked at each lihkvith proba-
subscripti is omitted for brevity. For increments= &, + 6¢, bility 1 — ¢~ where¢ > 1is a global constant. Assuming in-
x = x0 + 0z, ¢ = qo + 6q, we obtain the linearized equations: dependence between links, the overall probability that a packet
from source gets marked is (see [1])

B0 ),

o
dx = x0(6€ — M—T(Sq) = 200€ — Kdq. (18)

Pi=1—¢ %,

and thereforey; can be estimated from marking statistics. For
example, a shift-register of the last received marks can be
Here we have used the falil’(zo) = ﬁ = —y,andthe . maintained, the fraction of positive marks providing an estimate
expression (10) fork . Sqme algebra in the Laplace domamﬁi of the marking probability, from which an estimatecan be
leads to the transfer function derived, and used in place @fin the source equations.
s 4 Bz While simple in principle, two related issues are important to
0r = —kK ( T ) ) make this scheme practical:

1. The choice of a universal across the network means choos-
ing a scale of prices for which our estimation will be most accu-
rate (i.e., where the marking probability is not too close to O or
.- Bxg _ BM 1). For instance, fop = 1000 the range of prices (in seconds)

KT a [0.007,0.43] corresponds to marking probabilities between 5%
ﬁ_nd 95%. Source demand functions (4) should be tailored to op-
dent of the operating point, or the delay, as desired. erat.e in this range. Below, this V\{I!| be takgn into account the

We recapitulate the main result as follows. choice of the parameters of our utility function.

Theorem 4:Consider the source control (15-16) Whertg' An estirr(;zcajt.ipn glalsed 0?] afm(()j\gngkalveragef of Wé‘.‘”"' |
U, (x;) is the source utility function, and the link control (5). At uces an additionalelayin the feedback loop, of approximately

s

that is exactly of the form in (13) if we take

By choosingg, the zero of our lead-lag can be made indepe

equilibrium, this system will satisfy the desired demand curve N
zi0 = fi(gi0), and the bottleneck links will satisfyy, = cor, Test © 5T, (19)
with empty queues. Furthermore, under the rank assumption in

Theorem 2¢; < 7, andz = ﬁaﬂ chosen as in Proposition 3,which is the time it takes to recei\l§ packets. This delay could

the equilibrium point will be Iocially stable. compromise stability, a factor that can partly be addressed by



choosinga away from the stability limit. Still, it is clear from the complex calculation of the exponential function: from equa-
(19) that one should avoid high estimation windows, so theretisns (15-16), we have
compromise between stability and accurate price estimation.
. BiK; Biqi a; .
Ty = — — X — + q; | - (22)
. MiT'

B. Discretized source and link laws T

The next step is to describe a discrete algorithm that approxhis means we could perform the following window update
mates the continuous-time laws we have described. The follogguations

ing equations provide a congestion window update, with dis-

Ti

ST ; i o i , ) 1
qretlzat|on intervall’;, consistent with the chosen utility func 9—=1— (BT, + Qg q(k) n a; q(k )’
tion: M, = M, T
gz-(k):gi(k—l)wi( _ ))Ts, (20) o
wi(k—1)  d; where no exponential is required.
5/,(]9)7041:617:("7)
w; (k) = W, i€ Midi (21)

A simple discretization of the link law (5) is given in the pseu-

Note that we have explicitly replaced the RTT by the fixed pop_ocode of Figure 4. Note the relatively mild computational bur-
tion d;, consistently with the remark in the previous section. Men on the routers.

practice, this quantity can be estimated through the minimLE{/uery packet enqueve:
observed RTT during the TCP session (ternbede RT'T be- pktCounter + +.
low). The source operations are described by the pSGUdO'CEQSyupdlntemal seconds:

in Figure 3. The price from the links is estimated from the ECN

bits in the latest N packets on every ACK arrival. The difference avelnput — pktCounter ,

equations (20-21) are used to calculate the expected congestion updInterval

window. Since estimation noise will feed through to the con- price — price + AU pdInterval:
gestion window by (21), we impose caps on the change of the virtCap

congestion window per ACK to mitigate it. Furthermore, the prob «— 1 — ®Price;

output packet flows are paced uniformly over each RTT. pktCounter « 0.

- Every packet dequeue:
EveryintInterval seconds:

. temp — uniform();
K estPrice

— &4+ B+ - * intInterval; if temp > prob marking the packet
Eotth expWnd  baseRTT p=r d P
a * estPrice Variables:
cxpWnd — W *exp & — M % baseRTT price, prob, pktCounter .

On each ACK arrival: Parameters:
®: constant, the same as that of the sources;

virtCap: Virtual Capacity,y * Capacity;

Estimateest Prob using last N ACKs updInterval: update period

tmp «— CWnd — expWnd;
if(tmp > maxzDecrement)
CWnd — CWnd — maxzDecrement; Fig. 4. pseudo code of the link algorithm
elseif(tmp < —maxIncrement)
CWnd «— CWnd + maxIncrement;

V. SIMULATION RESULTS

else

CWnd «— expWnd; In this section, we simulate the algorithm with ns-2 to val-
Variables: idate the desired performance of the new protocol, including
¢: state variable; the steady-state properties such as empty queue, fairness, high
estPrice: estimated price from the marking probability; utilization, and dynamics. We also compare it with TCP-
expWnd: expected congestion window. NewReno sources combined with other Active Queue Man-
Parameters: agement schemes including Newreno/RED, Newreno/AVQ and
a: stability parameter; Newreno/Pl.

(: constant from the zero point; ; :
®: constant for price communication: Over all the simulations, we takene set of parameters for

N: the length of the estimation window; each of the protocol pairs. All AQM schemes have ECN mark-
K: from the utility functionK log(x); ing. We set the constant packet size1l@60 bytes. All the
intInterval: integration period. queues in the plots are racketsand rates ipackets/secThe
utilization of the link is averaged over 20ms.
Fig. 3. pseudo code of the source algorithm For the new protocol, which we label “FAST”, we set the
target link utilization to becy;/c; = 0.95, stability parameter
We also explored an alternative implementation that avoids= 0.37, the utility function501log(x), and other parameters




as following: M; = 1,N = 31,¢ = 1000,n = 0.64,Ts = T # e

10ms, T, = 5ms. To validate the performance around equilib- o.st){(g:§<: Sy E e
rium, we use large buffers. gl , B e E ]

We set RED parameters by default, i.e., the parameters ares 0% st R REENE
configured automatically according to the bandwidth and link ~ *4| -~ Newenava~

delays andgentie_ is set tol [9]. We also use the default 02 w w
parameter of Pl [6] such agref = 50. For AVQ [18], we

use the default parameters except that the expected utilization
~ = 0.95. In the case of two-way traffic, all thgb_ parameters

are set to bérue. The buffer of the bottleneck link is set as the
bandwidth-delay product when these AVQ schemes are running.

Average Queues (pkts)

A. Equilibrium properties with two-way long-lived traffic

Similar to the setup in [15], we first show the steady-state
performance of the new protocol in comparison with other
TCP/AMQ schemes. All the simulations in this part use two-
way long-lived traffic on a single bottleneck link, i.e., the same
number of homogeneous flows go through in the backward di-
rection which results in ACK compression. between utilization and average queues when the utilization is

In Figure 5, the bottleneck link is shared by 50 persistent FTFgh. In contrast, our protocol still has the desired performance.
flows in each direction with the same round-trip propagation de-

Propagation Delays (ms)

Fig. 6. Impact of Propagation Delays

1

lay of 50ms. When the capacity varies from 100Mbps to 8Gbps, ¢ ¢ \ERTIe g %
the utilization of the link based on AIMD schemes decreases o8- et R s
significantly. However, the FAST protocol always keeps high ¢ .| e [ORVLAER S St "
utilization as expected and very small queues. L N T St I
04F 2w =TT
> 4 o ° o o 02 L w
- == ﬁ: 8 _ 0 Number of Flows 10
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% 200f FIPE S J_;\ Fig. 7. Impact of Number of Flows
§ 1007:::__0’_——**3'__ \‘\\\\\\
i e s . m——— o In summary, the AIMD based schemes can achieve high uti-
capaciy o) lization when the equilibrium window is small, as in cases of
small bandwidth-delay product or many flows. The new proto-
Fig. 5. Impact of Link Capacity col significantly outperforms those schemes when the product

is large, i.e., when the sources have to maintain a large equi-
In Figure 6 we leave the capacity fixed at 100Mbps, and thgrium window. We emphasize that our protocol’s parameters
number of flows at 50, but vary the propagation delay fromere held constarthroughoutthis wide range of scenarios.
20ms to 1000ms. Performance of TCP-Reno with all the AQM ) ) . i
schemes deteriorate. The new protocol works as desired, kedap2ynamic Performance with long-lived traffic
ing high utilization and small queues, except at the point whenSimulations in this section show that the new protocol has
the RTT is 20ms. In that point with small cwnd, the “slidingast and stable transient dynamics wiheterogeneoufows ex-
window” estimation scheme does not behave well, consistenidy and sudden changes in traffic demands take place. One-way
with the analysis of (19); in future work we will look at im-long-lived traffic goes through a single bottleneck link with ca-
provements to this issue. pacity of 2Gbps (250pkts/ms with mean packet size 1000bytes).
What if the number of the flows varies? As indicated in [6]t is shared at most by 512 ftp flows. The number of flows is
[21], the AIMD schemes tend to be unstable when the numberdifubled every 40 seconds, from 32, to 64, 128, 256, and finally
the flows decrease. In Figure 7, the number of the flows varytm512 flows. These groups of flows have round trip propagation
[5 500] with capacity of 1Gbps and round-trip propagation deelays of 40ms, 80ms, 120ms, 160ms and 200ms respectively.
lays of 50ms. Similar as the prior simulations, the TCP schemgsis scenario is designed to stress a high-capacity link with het-
show bad utilization when there exists few flows, and a trade@&ifogeneous flows.



500 T T
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C. Performance with heavy-tailed traffic

Fig. 8. Dynamic Performance of the New Protacol The above simulations involve only long-lived traffic, where

all sources stay long enough to be controlled. In a real network,
In reference to the results of Figure 8, we note: flows Taye ?een fpund to follow a heavy-tailed distribution, with
5&0rt mice” making up most of the flows, but long controlled

1. The source rates and the link prices (marking probability hants” g f t of th kets. How d th
track the expected equilibria when new sources activate. Whi ephants: accounting for most of the packets. How does the

there is noise in the price estimation, its impact on the windoW§W protocql behavg in this enwronment.

and rates is moderate, except in the very uncongested case. Ve €xperiment with 512 sources with heterogeneous delays
2. Fairness is achieved: at each equilibrium stage, the bar@%'n the previous section (from 40ms to 200ms, only some of
width is shared equally among sources despite their heterog ich are plotted in the figure below) on a link of 1Gps. Flow
neous delays. izes are randomly generated according to a Pareto distribution,

3. The queue is small (around 100 packets, less than 0.5 W,%ere more than 90%. of the flows have sizes less than 1000
of queueing delay) almost all the time, both in transient and ckets, but only contribute around_25% of the_ ove_rall packets.
equilibrium. The only (mild) queue overshoot is caused by t I sources generate such flows with inter-arrival times expo-
activation of 256 new flows in a short time. nentially distributed.

4. Link utilization is always around the 95% target even when 1h€ new protocol still keeps high utilization and small queue
the traffic demand changes suddenly. as in the long-connection cases, see Figure 10. There exist only

Note that we are not using any “slow-start’ phase in this pré‘ few queue overshoots, and the elephants share the bandwidth

tocol, we are running exclusively the algorithm described bBa'rly
fore. In fact, at the beginning of the simulation, when the price
is small, the sources’ rate grows approximately linearly, a fact
that can be explained by looking at equation (22). The slope ofThe protocol described above achieves close to full utiliza-
increase is approximately; K; /7;, so the utility function’s pa- tion of link capacity, while at the same time operating under
rameter can be used to tune how aggressively the sources sems$entially empty queues. These two properties can only be si-
up, trading off speed with the risk of queue overshoots. If waultaneously achieved by some form of explicit congestion no-
wished an exponential increase in this initial stage, it may iéication. In the absence of it, congestion can only be detected
advantageous to retain a slow-start phase, or use a different dtitough some of its undesirable effects, such as the appearance
ity function, a factor we will explore in future work. of queueing delays. However, if one could guarantee that these
Figure 9 shows the corresponding simulation of the same sdelays are moderate, it would perhaps be preferable to avoid the
nario under Newreno/RED. Features of the trajectory inclué@rden of ECN signaling on the routers.
unstable oscillations of the queue, of significant enough magni-n this regard, the fact that the prices in our protocol are virtual
tude to deteriorate the utilization of the link. This deterioratioqueueing delays, suggests the possibility of usea queuing
is not as severe as in the case of two-way traffic shown befodelays as a price signal; this amounts to choosiig= ¢; in
but is still appreciable. We could attempt to improve on it by turthe link equation (5). The sum of such delays over congested
ing of the RED parameters, but this only happens at the expefisks can be estimated by sources by subtracting the minimum
of higher queueing delays. Similar results (not shown here) adeserved RTT (taken to be propagation delay) from the current

VI. AN IMPLEMENTATION BASED ON QUEUING DELAY



This is identical to (17) where, is now the equilibrium RTT.
Note that theg in the denominator of (24) does not contribute
to the linearization since the multiplying factor is zero at equi-
librium. Equation (25) involves a more substantial change from

2000 . . . . h .
0 ‘ ‘ - Emgg“njs (16), but has been designed to give the same linearization in the
& 0007 | Rr=aooms | current circumstances. Indeed we have
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coinciding with (18). From here on, the same analysis as in

Section I11-B leads to the linearized source dynamics (13).

% 50 100 150 Does this mean that our local stability theorem would hold

‘ for this protocol? Unfortunately there is another difficulty that

01 MWWWWW arises from queueing delays; namely, that the network equations
L L (1) and (2) become time-varying due to variations in the delays

7;(t). This means that the analysis by Laplace transforms is at

best an approximation, obtained by considering variations only

in the dependenvariables, but not in theaxdependenvariable.

This kind of approximation has been used successfully [5], [21]

to analyze TCP-Reno dynamics, but has not been rigorously jus-

tified. Thus there is hope that this protocol would behave satis-

factorily, but we must rely (more so than before) on empirical

simulations to validate this fact.

RTT, avoiding any explicit signaling between links and sources.

This is precisely the type of congestion feedback used in TCB- Implementation and Simulations

Vegas [2]. The question before usis to find a source protocol tha%imilarly to Section IV, we can discretize (24-25) with time

can achieve (i) small equilibrium prices (delays), (i) freedom Gterval 7, as an implementation for the source dynamics; then

choice in resource allocation, and (jii) stability, working withye have the following congestion window update:

gueueing delay as a price signal.

Utilization

LinkPrice

SourcePrices

Fig. 10. new protocol with heavy-tailed traffic

K qi (k)
A. A modified control law §i(k) =&k —1) + 5 (wi(k: —1) di+ Qi(k)> L., 21
The appearance of queueing delays around equilibrium would d: o
invalidate the theoretical analysis of Section III; indeed, in ana-w; (k) = wy, ;e * (M) ) (28)

lyzing equations (15-16) around equilibrium, we interpreted the
guantity ; to refer to the fixed (propagation/processing) dela®ther than the slightly different equations, the main change in
d;. This allowed us to treat it essentially as a parameter whttve algorithm is that the pricg; (k) is now obtained from the
performing the linearization to the form (13). Here, instead, estimation of queueing delay, as described before. At the link
will be thevariable quantity side, a router with no AQM has exactly the same dynamics as
7 =d; + ¢, (23) (5), except scaled by the real capacity, provided the buffer is
large enough to accommodate the required queueing delays.
whereg; is the queueing delay observed by the source. Sinceror concreteness, in the simulations below we again use the
q; is also the price, the dynamics must be modified if we wishiility function Ui(z) = K;log(z;); this case is even more sim-

linearization (13); below is the proposed alternative: ilar to TCP Vegas, which corresponds to this kind of utility func-
tion (see [22]); however Vegas may be unstable (see [3]). Our
&= L( ) — @), (24) dynamics provides a way to achieve the same equilibrium in a
(di + 4i) stable way. For another strategy to stabilize Vegas, see [3].
. d; T Figure 11 uses the same scenario and required parameters val-
Tj = Tm i€ <m) (25)  yes as in Section V-B. The simulation shows fast response to

the traffic demand and stability. Furthermore, the windows are
Here, (24) is unchanged from (15), we have only made explieixtremely smooth as well as the queues due to the accurate es-
the relationship (23) for the RTT. In particular it imposes thémation of the price, i.e., the queueing delay. This, and the
equilibrium relationshipU/(z,0) = ¢i0. and its linearization lack of complexity at routers, are interesting advantages of this

(dropping the subscrig) is protocol with respect to the ECN version. There are, however,
drawbacks: one, that a certain amount of queueing delay must
5 = P (U (20)dz — 6q) = ﬁ( _ %z _ 3q). (26) be tolerated here. While parameters (€5g.in the utility func-
(d + qo) 70 v tion) can be tuned to make it small, there is a tradeoff with the



speed of response of the system. Another issue that appeai@@currently pursuing experimental deployment of these kinds
the simulation is some unfairness, caused by sources joining tligorotocols [4]. Part of this effort will involving testing the
network later that overestimate the propagation delay, and tlnaexistence of this protocol with the existing ones.
underestimate price, taking up a larger share of the bandwidth.
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